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1 Introduction

The nonoverlapping Robin–Robin method, also known as the optimized Schwarz
method with Robin transmission conditions, was introduced in [12] and shown to
converge when applied to linear elliptic equations. Since then there have been several
theoretical results concerning the method for both nonlinear elliptic and parabolic
equations; see, e.g., [2, 8, 14] and references therein.

Recently, we have derived an abstract approach to the convergence of domain
decompositions methods, and in particular to the Robin–Robin method [5, 6]. Our
approach is based on the observation by [1], see also [4], that the Robin–Robin
method can be reformulated into a Peaceman–Rachford iteration on the interface
of the subdomains by making use of Steklov–Poincaré operators. More precisely,
for two subdomains in space, or space-time, the Robin–Robin approximation can
formally be written as (𝑢𝑛1 , 𝑢

𝑛
2 ) = (𝐹1𝜂

𝑛, 𝐹2𝜂
𝑛), where 𝐹𝑖 is a solution operator

of the equation on a single subdomain, and the iterates 𝜂𝑛 on the interface of the
subdomains are given by

𝜂𝑛+1 = (𝑠𝐽 + 𝑆2)−1 (𝑠𝐽 − 𝑆1) (𝑠𝐽 + 𝑆1)−1 (𝑠𝐽 − 𝑆2)𝜂𝑛, 𝑛 = 0, 1, 2, . . . (1)

Here, 𝑆𝑖 : 𝑍 → 𝑍∗ denote the possibly nonlinear Steklov–Poincaré operators and
𝑠 > 0 is the method parameter. Moreover, 𝐽 : 𝜇 ↦→ (𝜇, ·)𝐻 for some Gelfand triple
𝑍 ↩→ 𝐻 ↩→ 𝑍∗.

This reformulation in terms of Steklov–Poincaré operators means that both lin-
ear and nonlinear, elliptic and parabolic equations can all be treated within the
same framework. For this abstract framework to be applicable there are only three
requirements. First, the operators 𝑆1 + 𝑆2, 𝑠𝐽 + 𝑆𝑖 must be bijective. Second, the
Steklov–Poincaré operators must satisfy a monotonicity property of the form
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𝑘 (∥𝐹𝑖𝜂 − 𝐹𝑖𝜇∥𝑋𝑖
) ≤ ⟨𝑆𝑖𝜂 − 𝑆𝑖𝜇, 𝜂 − 𝜇⟩𝑍∗×𝑍 , (2)

where the function 𝑘 (𝑥) > 0 tends to zero as 𝑥 tends to zero. Third, the solution 𝑢

to the original equation must have a normal derivative on the interface belonging to
the Hilbert space 𝐻.

By restricting the Steklov–Poincaré operators 𝑆𝑖 to maximal monotone operators
S𝑖 on 𝐻 and employing the assumed regularity of 𝑢, the abstract result [13] yields
the limit

⟨𝑆𝑖𝜂 − 𝑆𝑖𝜂
𝑛, 𝜂 − 𝜂𝑛⟩𝑍∗×𝑍 = (S𝑖𝜂 − S𝑖𝜂

𝑛, 𝜂 − 𝜂𝑛)𝐻 → 0 as 𝑛 → 0, (3)

where 𝜂 is the restriction of 𝑢 to the interface of the subdomains; see [5, Section 8]
for details. Combining this limit with (2) yields that the Robin–Robin approximation
(𝑢𝑛1 , 𝑢

𝑛
2 ) converges in the 𝑋1 × 𝑋2-norm.

The main two issues when studying nonlinear elliptic or parabolic equations,
compared to linear elliptic problems, are that 𝑍 might not be a Hilbert space and
the weak formulation of the equation may require different test and trial spaces.
The first issue arises when approximating nonlinear degenerate elliptic equations,
where the bijectivity of the Steklov–Poincaré operators can be resolved by using the
Browder–Minty theorem [5]. The aim of this short note is to illustrate the use of the
abstract framework in the context of the second issue. To this end, we consider linear
parabolic equations with homogeneous initial and boundary data, i.e.,{

𝑢𝑡 − ∇ ·
(
𝛼(𝑥)∇𝑢

)
= 𝑓 in Ω × R+,

𝑢 = 0 on 𝜕Ω × R+ and in Ω × {0}.
(4)

Here, the spatial Lipschitz domain Ω ⊂ R𝑑 , 𝑑 = 2, 3, is decomposed as

Ω = Ω1 ∪Ω2, Ω1 ∩Ω2 = ∅, and Γ = (𝜕Ω1 ∩ 𝜕Ω2) \ 𝜕Ω. (5)

Even this simple setting gives rise to a weak formulation with different test and
trial spaces. Furthermore, the standard parabolic setting with the trial space in
𝐻1 (R+, 𝐻−1 (Ω)

)
does not give rise to a well defined transmission problem. Instead

we will employ a 𝐻1/2-setting for the temporal regularity and prove the bijectivity
of the Steklov–Poincaré operators via the Banach–Nečas–Babuška theorem. Con-
vergence is then obtained in 𝑋𝑖 = 𝐿2 (R+, 𝐻1 (Ω𝑖)

)
. Unlike previous studies, the

Robin–Robin naturally preserves the homogeneous initial condition in this setting
and no further regularity assumptions are required regarding the numerical iterates
or the subdomain boundaries.

Remark 1 The term Robin–Robin method is sometimes used to refer to a method
for advection-diffusion problems [9]. While both methods employ Robin boundary
conditions, this is a different method and will not be discussed here.
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2 Preliminaries

We will assume that the following holds, which is a requirement for defining the
trace operator and the Sobolev spaces on 𝜕Ω𝑖 and Γ.

Assumption 1. The subdomains Ω𝑖 are Lipschitz and bounded. The interface Γ and
exterior boundaries 𝜕Ω \ 𝜕Ω𝑖 are (𝑑 − 1)-dimensional Lipschitz manifolds.

The spaces on the spatial domains are defined as

𝑉 = 𝐻1
0 (Ω), 𝑉0

𝑖 = 𝐻1
0 (Ω𝑖), and 𝑉𝑖 = {𝑣 ∈ 𝐻1 (Ω𝑖) : (𝑇𝜕Ω𝑖

𝑣)
��
𝜕Ω𝑖\Γ = 0},

where 𝑇𝜕Ω𝑖
: 𝐻1 (Ω𝑖) → 𝐻1/2 (𝜕Ω𝑖) is the trace operator, see [10, Theorem 6.8.13]

for details. Moreover, we define the fractional Sobolev space 𝐻1/2 (𝜕Ω𝑖) as in [5, p.
591]. The spatial Lions–Magenes space, see e.g. [6], is denoted by Λ. We define the
spatial interface trace operator 𝑇𝑖 : 𝑉𝑖 → Λ : 𝑢 ↦→ (𝑇𝜕Ω𝑖

𝑢)
��
Γ

and note that this is a
bounded linear operator, see e.g. [5, Lemma 4.4].

For the temporal fractional Sobolev spaces 𝐻𝑠 (R) we use the Fourier character-
ization, see [6, (3.2)] for a full definition. Next, we define the fractional Sobolev
spaces on R+ and the temporal Lions–Magenes space by

𝐻𝑠 (R+) = {𝑢 ∈ 𝐿2 (R+) : �̂�even𝑢 ∈ 𝐻𝑠 (R)} with ∥𝑢∥𝐻𝑠 (R+ ) = ∥�̂�even𝑢∥𝐻𝑠 (R) ,

𝐻
1/2
00 (R+) = {𝑢 ∈ 𝐿2 (R+) : �̂�R𝑢 ∈ 𝐻1/2 (R)} with ∥𝑢∥

𝐻
1/2
00 (R+ ) = ∥�̂�R𝑢∥𝐻1/2 (R) .

Here �̂�R is the extension by zero and �̂�even is the even extension. We will make use
of the Bochner–Sobolev spaces 𝐿2 (R+, 𝑌 ), 𝐻𝑠 (R+, 𝑌 ), and 𝐻

1/2
00 (R+, 𝑌 ), where 𝑌

denotes an abstract Hilbert space. According to [6, Lemma 2] our spatial operators
𝑇𝜕Ω𝑖

, 𝑇𝑖 , �̂�R, �̂�even can be extended as follows:

𝑇𝜕Ω𝑖
: 𝐿2 (R+, 𝐻1 (Ω𝑖)

)
→ 𝐿2 (R+, 𝐻1/2 (𝜕Ω𝑖)

)
, 𝑇𝑖 : 𝐿2 (R+, 𝑉𝑖) → 𝐿2 (R+,Λ),

𝐸R : 𝐿2 (R+, 𝐿2 (Ω𝑖)
)
→ 𝐿2 (R, 𝐿2 (Ω𝑖)

)
, 𝐸even : 𝐿2 (R+, 𝐿2 (Ω𝑖)

)
→ 𝐿2 (R, 𝐿2 (Ω𝑖)

)
.

Moreover, we have the relations

𝐻𝑠
(
R+, 𝐿2 (Ω𝑖)

)
= {𝑢 ∈ 𝐿2 (R+, 𝐿2 (Ω𝑖)

)
: 𝐸even𝑢 ∈ 𝐻𝑠

(
R, 𝐿2 (Ω𝑖)

)
}, (6)

𝐻
1/2
00

(
R+, 𝐿2 (Ω𝑖)

)
= {𝑢 ∈ 𝐿2 (R+, 𝐿2 (Ω)

)
: 𝐸R𝑢 ∈ 𝐻1/2 (R, 𝐿2 (Ω𝑖)

)
}, (7)

with equivalent norms

∥𝑢∥𝐻𝑠 (R+ ,𝐿2 (Ω𝑖 ) ) = ∥𝐸even𝑢∥𝐻𝑠 (R,𝐿2 (Ω𝑖 ) ) , ∥𝑢∥𝐻1/2
00 (R+ ,𝐿2 (Ω𝑖 ) ) = ∥𝐸R𝑢∥𝐻1/2 (R,𝐿2 (Ω𝑖 ) ) .

We introduce the Hilbert spaces

𝑊 = 𝐻
1/2
00

(
R+, 𝐿2 (Ω)

)
∩ 𝐿2 (R+, 𝑉

)
, �̃� = 𝐻1/2 (R+, 𝐿2 (Ω)

)
∩ 𝐿2 (R+, 𝑉

)
,

𝑊𝑖 = 𝐻
1/2
00

(
R+, 𝐿2 (Ω𝑖)

)
∩ 𝐿2 (R+, 𝑉𝑖

)
, �̃�𝑖 = 𝐻1/2 (R+, 𝐿2 (Ω𝑖)

)
∩ 𝐿2 (R+, 𝑉𝑖

)
,

𝑊0
𝑖 = 𝐻

1/2
00

(
R+, 𝐿2 (Ω𝑖)

)
∩ 𝐿2 (R+, 𝑉0

𝑖

)
, �̃�0

𝑖 = 𝐻1/2 (R+, 𝐿2 (Ω𝑖)
)
∩ 𝐿2 (R+, 𝑉0

𝑖

)
,

𝑍 = 𝐻1/4 (R+, 𝐿2 (Γ)
)
∩ 𝐿2 (R+,Λ

)
.
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Finally, we define the sets D = 𝐶∞
0 (R+) ⊗ 𝐶∞

0 (Ω) and D𝑖 = 𝐶∞
0 (R+) ⊗ 𝐶∞ (Ω𝑖).

Lemma 1 The setD is dense in𝐻1/2 (R+, 𝐿2 (Ω)
)
,𝐻1/2

00
(
R+, 𝐿2 (Ω)

)
, and 𝐿2 (R+, 𝑉

)
.

The set D𝑖 is dense in 𝐻1/2 (R+, 𝐿2 (Ω𝑖)
)
, 𝐻1/2

00
(
R+, 𝐿2 (Ω𝑖)

)
, and 𝐿2 (R+, 𝐻1 (Ω𝑖)

)
.

Proof. We first recall that 𝐶∞
0 (R+) is dense in 𝐿2 (R+) and 𝐻1/2 (R+); see [11,

Theorem 11.1]. By the interpolation identity 𝐻
1/2
00 = [𝐻1

0 (R
+), 𝐿2 (R+)]1/2; see [11,

Theorem 11.7, Remark 2.6], we also have that 𝐻1
0 (R

+) is dense in 𝐻
1/2
00 (R+), which,

by definition of 𝐻1
0 (R

+) and [11, Proposition 2.3], implies that 𝐶∞
0 (R+) is dense

in 𝐻
1/2
00 (R+). Moreover, 𝐶∞

0 (Ω) is dense in 𝐿2 (Ω) and 𝑉 ; see [10, Theorem 2.6.1].
Finally, recall that 𝐶∞ (Ω𝑖) is dense in 𝐿2 (Ω𝑖) and 𝐻1 (Ω𝑖); see [10, Theorem 2.6.1,
Theorem 5.5.9]. The result now follows from [16, Theorem 3.12]. ⊓⊔

The trace operator defined on 𝑊𝑖 has the following behavior. The statement
follows using the same techniques as in [3, Lemma 2.4] and [6, Lemma 5].

Lemma 2 The trace operator is bounded as an operator 𝑇𝑖 : 𝑊𝑖 → 𝑍 and 𝑇𝑖 :
�̃�𝑖 → 𝑍 . Moreover, there exists a bounded right inverse 𝑅𝑖 : 𝑍 → 𝑊𝑖 .

Remark 2 The equation requires different trial and test spaces, 𝑊𝑖 and �̃�𝑖 , respec-
tively. However, due to the fact that they share the same trace space 𝑍 the Steklov–
Poincaré theory can be formulated using only one space 𝑍 . Moreover, the inclusion
𝑊𝑖 ↩→ �̃�𝑖 means that the extension operator is also bounded as 𝑅𝑖 : 𝑍 → �̃�𝑖 , which
is required for the Steklov–Poincaré operators to be well defined.

3 Weak formulations of parabolic equations

To perform our analysis we make the following assumption on the equation (4).

Assumption 2. The equation (4) satisfies the following:

• The function 𝛼 ∈ 𝐿∞ (Ω) satisfies the bound 𝛼(𝑥) ≥ 𝑐 > 0 for a.e. 𝑥 ∈ Ω.
• We have 𝑓 ∈ �̃�∗ and there exist 𝑓𝑖 ∈ �̃�∗

𝑖
such that

⟨ 𝑓 , 𝑣⟩ = ⟨ 𝑓1, 𝑣 |Ω1×R+⟩ + ⟨ 𝑓2, 𝑣 |Ω2×R+⟩ for all 𝑣 ∈ �̃� .

We introduce the operator 𝐴𝑖 : 𝑊𝑖 → �̃�∗
𝑖

as the extension of

⟨𝐴𝑖𝑢𝑖 , 𝑣𝑖⟩ =
∫
R+

∫
Ω𝑖

𝜕𝑡𝑢𝑖 𝑣𝑖 + 𝛼(𝑥)∇𝑢𝑖 · ∇𝑣𝑖 d𝑥 d𝑡,

where 𝑢𝑖 , 𝑣𝑖 ∈ D𝑖 . The operator 𝐴 : 𝑊 → �̃�∗ is defined similarly using 𝑢, 𝑣 ∈ D.
Note that we use the same notation for the operator 𝐴𝑖 : 𝑊𝑖 → �̃�∗

𝑖
and its restriction

𝐴𝑖 : 𝑊0
𝑖
→ (�̃�0

𝑖
)∗. The same holds for 𝑓𝑖 ∈ �̃�∗

𝑖
and its restriction 𝑓𝑖 ∈ (�̃�0

𝑖
)∗.
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Lemma 3 Suppose that Assumptions 1 and 2 hold. The operators 𝐴𝑖 : 𝑊𝑖 → �̃�∗
𝑖

and 𝐴 : 𝑊 → �̃�∗ are bounded linear operators and one has the 𝐴𝑖-bounds

⟨𝐴𝑖𝑢, 𝑢⟩ ≥ 𝑐∥𝑢∥2
𝐿2 (R+ ,𝑉𝑖 ) for all 𝑢 ∈ 𝑊𝑖 . (8)

Moreover, there exists a bounded linear operator 𝐵𝑖 : 𝑊𝑖 → �̃�𝑖 such that

⟨𝐴𝑖𝑢, 𝐵𝑖𝑢⟩ ≥ 𝑐∥𝑢∥2
𝑊𝑖

for all 𝑢 ∈ 𝑊𝑖 .

Proof. We prove the statement for 𝐴𝑖 since the case for 𝐴 follows similarly. We write
𝐴𝑖 = 𝐴𝑡

𝑖
+ 𝐴𝑠

𝑖
, where

⟨𝐴𝑡
𝑖𝑢, 𝑣⟩ =

∫
R+

∫
Ω𝑖

𝜕𝑡𝑢 𝑣 d𝑥 d𝑡 and ⟨𝐴𝑠
𝑖 𝑢, 𝑣⟩ =

∫
R+

∫
Ω𝑖

𝛼(𝑥)∇𝑢 · ∇𝑣 d𝑥 d𝑡.

We consider first the temporal term. The identities (6) and (7) then yield

|⟨𝐴𝑡
𝑖𝑢, 𝑣⟩| =

����∫
R+

∫
Ω𝑖

𝜕𝑡𝑢𝑣 d𝑥 d𝑡
���� = ����∫

R

∫
Ω𝑖

𝜕𝑡𝐸R𝑢 𝐸even𝑣 d𝑥 d𝑡
����

≤ 𝐶∥𝐸R𝑢∥𝐻1/2 (R,𝐿2 (Ω𝑖 ) ) ∥𝐸even𝑣∥𝐻1/2 (R,𝐿2 (Ω𝑖 ) )

≤ 𝐶∥𝑢∥
𝐻

1/2
00 (R+ ,𝐿2 (Ω𝑖 ) ) ∥𝑣∥𝐻1/2 (R+ ,𝐿2 (Ω𝑖 ) ) ,

where the first inequality follows as in [6, Section 5]. This together with Lemma 1
shows that 𝐴𝑡

𝑖
extends to a bounded linear operator 𝐴𝑡

𝑖
: 𝐻

1/2
00

(
R+, 𝐿2 (Ω𝑖)

)
→

𝐻1/2 (R+, 𝐿2 (Ω𝑖)
)∗. Using this continuity, it is easy to verify that ⟨𝐴𝑡

𝑖
𝑢, 𝑢⟩ = 0 for

all 𝑢 ∈ 𝐻
1/2
00

(
R+, 𝐿2 (Ω𝑖)

)
. Next, we define 𝐵

𝜑

𝑖
= 𝑅R+ (cos(𝜑)𝐼 − sin(𝜑)H𝑖)𝐸R for

𝜑 ∈ (0, 𝜋/2). Here, 𝑅R+ : 𝐻1/2 (R, 𝐿2 (Ω𝑖)
)
∩ 𝐿2 (R, 𝑉𝑖) → �̃�𝑖 denotes the bounded

linear operator given by the restriction to R+ and

H𝑖 : 𝐻1/2 (R, 𝐿2 (Ω𝑖)
)
∩ 𝐿2 (R, 𝑉𝑖) → 𝐻1/2 (R, 𝐿2 (Ω𝑖)

)
∩ 𝐿2 (R, 𝑉𝑖)

denotes the Hilbert transform; see [6, Section 4]. By [6, (5.5)] we have

⟨𝐴𝑡
𝑖𝑢, 𝐵

𝜑

𝑖
𝑢⟩ =

∫
R

∫
Ω𝑖

𝜕𝑡𝐸R𝑢
(
cos(𝜑)𝐼 − sin(𝜑)H𝑖

)
𝐸R𝑢 d𝑥 d𝑡

= sin(𝜑)∥𝐸R𝑢∥2
𝐻1/2 (R+ ,𝐿2 (Ω𝑖 ) )

= sin(𝜑)∥𝑢∥2
𝐻

1/2
00 (R+ ,𝐿2 (Ω𝑖 ) )

(9)

for all 𝑢 ∈ D𝑖 . By continuity (9) also holds for all 𝑢 ∈ 𝐻
1/2
00 (R+, 𝐿2 (Ω𝑖)). We

now consider the spatial term. A standard argument shows that 𝐴𝑠
𝑖

: 𝐿2 (R+, 𝑉𝑖) →
𝐿2 (R+, 𝑉∗

𝑖
) � 𝐿2 (R+, 𝑉𝑖)∗ is bounded and coercive. Finally, the fact that H𝑖 is

bounded yields

⟨𝐴𝑠
𝑖 𝑢, 𝐵

𝜑

𝑖
𝑢⟩ ≥

(
𝑐 cos(𝜑) − 𝐶 sin(𝜑)

)
∥𝑢∥2

𝐿2 (R+ ,𝑉𝑖 ) for all 𝑢 ∈ 𝐿2 (R+, 𝑉𝑖).

Putting this together, the operator 𝐴𝑖 = 𝐴𝑠
𝑖
+ 𝐴𝑡

𝑖
extends to a continuous linear

operator 𝐴𝑖 : 𝑊𝑖 → �̃�∗
𝑖

that satisfies the bounds (8) and

⟨𝐴𝑖𝑢, 𝐵
𝜑

𝑖
𝑢⟩ ≥ 𝑐 sin(𝜑)∥𝑢∥2

𝐻
1/2
00 (R+ ,𝐿2 (Ω𝑖 ) )

+
(
𝑐 cos(𝜑) − 𝐶 sin(𝜑)

)
∥𝑢∥2

𝐿2 (R+ ,𝑉𝑖 )
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for all 𝑢 ∈ 𝑊𝑖 . Choosing 𝐵𝑖 = 𝐵
𝜑

𝑖
for 𝜑 > 0 small enough finishes the proof. ⊓⊔

The weak formulation of the equation (4) is to find 𝑢 ∈ 𝑊 such that

⟨𝐴𝑢, 𝑣⟩ = ⟨ 𝑓 , 𝑣⟩ for all 𝑣 ∈ �̃� . (10)

Under Assumption 2 the weak problem has a unique solution; see [15, Corollary
3.9]. We also need the following existence result for solutions to the problems on
Ω𝑖 × R+ with nonhomogenous boundary data.

Lemma 4 Suppose that Assumptions 1 and 2 hold. For 𝑔 ∈ (�̃�0
𝑖
)∗ and 𝜂 ∈ 𝑍 there

exists a unique 𝑢 ∈ 𝑊𝑖 such that 𝑇𝑖𝑢 = 𝜂 and

⟨𝐴𝑖𝑢, 𝑣⟩ = ⟨𝑔, 𝑣⟩ for all 𝑣 ∈ �̃�0
𝑖 . (11)

The solution 𝑢 also satisfies the bound ∥𝑢∥𝑊𝑖
≤ 𝐶

(
∥𝑔∥ (�̃�0

𝑖
)∗ + ∥𝜂∥𝑍

)
.

The proof follows by first applying [15, Corollary 3.9] to

⟨𝐴𝑖𝑢0, 𝑣⟩ = ⟨𝑔 − 𝐴𝑖𝑅𝑖𝜂, 𝑣⟩ for all 𝑣 ∈ �̃�0
𝑖 ,

for which the unique solution 𝑢0 satisfies the bound ∥𝑢0∥𝑊𝑖
≤ 𝐶∥𝑔 − 𝐴𝑖𝑅𝑖𝜂∥ (�̃�0

𝑖
)∗ .

Using [6, (4.2)] for R+ yields 𝑇𝑖𝑢0 = 0, which shows that 𝑢 = 𝑢0 + 𝑅𝑖𝜂 is the unique
solution to (11), and the desired bound follows by the corresponding bound for 𝑢0
together with Lemmas 2 and 3.

Applying Lemma 4 with 𝑔 = 0 or 𝜂 = 0 yields the bounded solution operators
𝐹𝑖 : 𝑍 → 𝑊𝑖 and 𝐺𝑖 : (�̃�0

𝑖
)∗ → 𝑊0

𝑖
.

4 Transmission problem and Steklov–Poincaré operators

The transmission problem is to find (𝑢1, 𝑢2) ∈ 𝑊1 ×𝑊2 such that
⟨𝐴𝑖𝑢𝑖 , 𝑣𝑖⟩ = ⟨ 𝑓𝑖 , 𝑣𝑖⟩ for all 𝑣𝑖 ∈ �̃�0

𝑖 , 𝑖 = 1, 2,
𝑇1𝑢1 = 𝑇2𝑢2,∑2

𝑖=1⟨𝐴𝑖𝑢𝑖 , 𝑅𝑖𝜇⟩ − ⟨ 𝑓𝑖 , 𝑅𝑖𝜇⟩ = 0 for all 𝜇 ∈ 𝑍.

(12)

Before discussing the equivalence of the weak equation and the transmission prob-
lem, we need to be able to glue together functions in our Hilbert spaces without loss
of regularity. The result follows by expanding the functions in a tensor basis, i.e.,
basis elements of the form 𝜙(𝑡)𝜑(𝑥), 𝑡 ∈ R+, 𝑥 ∈ Ω, and using that the result holds
for such basis elements, see [6, Lemma 9] for an example of this technique.

Lemma 5 Suppose that Assumption 1 holds. If 𝑢 ∈ 𝑊 then 𝑢𝑖 = 𝑢 |Ω𝑖×R+ satisfy
𝑢𝑖 ∈ 𝑊𝑖 and 𝑇1𝑢1 = 𝑇2𝑢2. Conversely, if 𝑢𝑖 ∈ 𝑊𝑖 and 𝑇1𝑢1 = 𝑇2𝑢2 then 𝑢 =

{𝑢𝑖 on Ω𝑖 × R+ , 𝑖 = 1, 2} satisfies 𝑢 ∈ 𝑊 . The same result holds with (𝑊,𝑊𝑖)
replaced by (�̃�, �̃�𝑖).
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After establishing Lemma 5 the equivalence of the weak equation and the trans-
mission problem now follows in the same way as for linear elliptic equations [14,
Lemma 1.2.1]; also see [6, Remark 2].

Lemma 6 Suppose that Assumption 1 holds. If 𝑢 solves (10) then (𝑢1, 𝑢2) =

( 𝑢 |Ω1×R+ , 𝑢 |Ω2×R+ ) solves (12). Conversely, if (𝑢1, 𝑢2) solves (12) then 𝑢 =

{𝑢𝑖 on Ω𝑖 × R+ , 𝑖 = 1, 2} solves (10).

The Steklov–Poincaré operators and interface source terms are defined as

⟨𝑆𝑖𝜂, 𝜇⟩ = ⟨𝐴𝑖𝐹𝑖𝜂, 𝑅𝑖𝜇⟩ and ⟨𝜒𝑖 , 𝜇⟩ = ⟨ 𝑓𝑖 − 𝐴𝑖𝐺𝑖 𝑓𝑖 , 𝑅𝑖𝜇⟩.

The transmission problem can now be reformulated as the Steklov–Poincaré equation
by setting 𝜂 = 𝑇𝑖𝑢𝑖 and 𝑢𝑖 = 𝐹𝑖𝜂 +𝐺𝑖 𝑓𝑖 . This gives that the transmission problem is
equivalent to finding 𝜂 ∈ 𝑍 such that∑2

𝑖=1⟨𝑆𝑖𝜂, 𝜇⟩ =
∑2

𝑖=1⟨𝜒𝑖 , 𝜇⟩ for all 𝜇 ∈ 𝑍. (13)

This follows by simply considering the definition of the Steklov–Poincaré operators.
We can now validate the bijectivity and the monotonicity properties stated in the
introduction.

Theorem 1 Suppose that Assumptions 1 and 2 hold. The operators 𝑆𝑖 : 𝑍 →
𝑍∗ are then bounded and fulfill the monotonicity property (2) with (𝑘, 𝑋𝑖) =(
(·)2, 𝐿2 (R+, 𝑉𝑖)

)
. Furthermore, the operators 𝑆1 + 𝑆2 and 𝑠𝐽 + 𝑆𝑖 are bijective.

Proof. The boundedness and monotonicity (2) follow directly as in the case for R,
see e.g. [6, Lemma 13]. To prove bijectivity we use the Banach–Nečas–Babuška
theorem, see e.g. [7, Theorem 2.6]. For simplicity we first prove that 𝑆𝑖 is bijective.
We define 𝑃 = 𝑇𝑖𝐵𝑖𝐹𝑖 , where 𝐵𝑖 is as in Lemma 3 and 𝑃 is independent of 𝑖 due to
the commutative property in [6, Lemma 7]. The inf-sup condition follows from

⟨𝑆𝑖𝜂, 𝑃𝜂⟩ = ⟨𝐴𝑖𝐹𝑖𝜂, 𝐹𝑖𝑇𝑖𝐵𝑖𝐹𝑖𝜂⟩ = ⟨𝐴𝑖𝐹𝑖𝜂, 𝐵𝑖𝐹𝑖𝜂⟩
+ ⟨𝐴𝑖𝐹𝑖𝜂, (𝐹𝑖𝑇𝑖𝐵𝑖𝐹𝑖 − 𝐵𝑖𝐹𝑖)𝜂⟩ = ⟨𝐴𝑖𝐹𝑖𝜂, 𝐵𝑖𝐹𝑖𝜂⟩ ≥ ∥𝐹𝑖𝜂∥2

𝑊𝑖
≥ 𝑐∥𝜂∥2

𝑍 ,

where we have used that (𝐹𝑖𝑇𝑖𝐵𝑖𝐹𝑖 − 𝐵𝑖𝐹𝑖)𝜂 ∈ �̃�0
𝑖

. The adjoint injectivity condition
is

⟨𝑆𝑖𝜇, 𝜇⟩ ≥ 𝑐∥𝜇∥2
𝐿2 (R+ ,Λ) > 0 for 𝜇 ≠ 0.

The proof for 𝑆1+𝑆2 is similar and the proof for 𝑠𝐽+𝑆𝑖 follows by the same argument
and the facts that ⟨𝐽𝜂, 𝑃𝜂⟩ ≥ 0 and ⟨𝐽𝜂, 𝜂⟩ ≥ 0. ⊓⊔

For the convergence of the Robin–Robin method we require the following as-
sumption.

Assumption 3. Let 𝑢 be the solution to (10). The linear functionals

𝜇 ↦→ ⟨𝐴𝑖 𝑢 |Ω𝑖×R+ , 𝑅𝑖𝜇⟩ − ⟨ 𝑓𝑖 , 𝑅𝑖𝜇⟩, 𝑖 = 1, 2,

are in 𝐻∗ = 𝐿2 (Γ × R+)∗.
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The convergence now follows from [13, Proposition 1], as described in Section 1.

Theorem 2 If Assumptions 1 to 3 hold, then the iterates (𝑢𝑛1 , 𝑢
𝑛
2 ) of the Robin–Robin

method converge to the solution (𝑢1, 𝑢2) of (12) in 𝐿2 (R+, 𝑉1) × 𝐿2 (R+, 𝑉2).

References

1. Valery I. Agoshkov and Vyacheslav I. Lebedev. Variational algorithms of the domain decom-
position method [translation of Preprint 54, Akad. Nauk SSSR, Otdel. Vychisl. Mat., Moscow,
1983]. volume 5, pages 27–46. 1990. Soviet Journal of Numerical Analysis and Mathematical
Modelling.

2. Filipa Caetano, Martin J. Gander, Laurence Halpern, and Jérémie Szeftel. Schwarz wave-
form relaxation algorithms for semilinear reaction-diffusion equations. Netw. Heterog. Media,
5(3):487–505, 2010.

3. Martin Costabel. Boundary integral operators for the heat equation. Integral Equations
Operator Theory, 13(4):498–552, 1990.

4. Marco Discacciati, Alfio Quarteroni, and Alberto Valli. Robin-Robin domain decomposition
methods for the Stokes-Darcy coupling. SIAM J. Numer. Anal., 45(3):1246–1268, 2007.

5. Emil Engström and Eskil Hansen. Convergence analysis of the nonoverlapping Robin-Robin
method for nonlinear elliptic equations. SIAM J. Numer. Anal., 60(2):585–605, 2022.

6. Emil Engström and Eskil Hansen. Linearly convergent nonoverlapping domain decomposition
methods for quasilinear parabolic equations. BIT, 64(4):Paper No. 37, 37, 2024.

7. Alexandre Ern and Jean-Luc Guermond. Theory and practice of finite elements, volume 159
of Applied Mathematical Sciences. Springer-Verlag, New York, 2004.

8. Martin J. Gander, Stephan B. Lunowa, and Christian Rohde. Non-overlapping Schwarz
waveform-relaxation for nonlinear advection-diffusion equations. SIAM J. Sci. Comput.,
45(1):A49–A73, 2023.

9. L. Gerardo Giorda, P. Le Tallec, and F. Nataf. A Robin-Robin preconditioner for strongly
heterogeneous advection-diffusion problems. In Domain decomposition methods in science
and engineering, pages 411–418. Natl. Auton. Univ. Mex., México, 2003.
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